
ORIGINAL ARTICLE

Impact Factor : 0.1870 ISSN No :2231-5063

Monthly Multidisciplinary 
Research Journal

GoldenResearch 

Thoughts 

             Chief Editor
Dr.Tukaram Narayan Shinde

              Publisher
Mrs.Laxmi Ashok Yakkaldevi

Associate Editor
Dr.Rajani Dalvi

          Honorary
Mr.Ashok Yakkaldevi

Vol 2 Issue 10  April  2013



Mohammad Hailat
Dept. of Mathmatical Sciences, 
University of South Carolina Aiken, Aiken SC 
29801

Abdullah Sabbagh
Engineering Studies, Sydney

Catalina Neculai
University of Coventry, UK

Ecaterina Patrascu
Spiru Haret University, Bucharest

Loredana Bosca
Spiru Haret University, Romania

Fabricio Moraes de Almeida
Federal University of Rondonia, Brazil

George - Calin SERITAN
Postdoctoral Researcher

Hasan Baktir
English Language and Literature 
Department, Kayseri

Ghayoor Abbas Chotana
Department of Chemistry, Lahore 
University of Management Sciences [ PK 
]
Anna Maria Constantinovici
AL. I. Cuza University, Romania

Horia Patrascu
Spiru Haret University, Bucharest, 
Romania

Ilie Pintea,
Spiru Haret University, Romania

Xiaohua Yang
PhD, USA
Nawab Ali Khan
College of Business Administration 

 Flávio de São Pedro Filho
Federal University of Rondonia, Brazil

Kamani Perera
Regional Centre For Strategic Studies, Sri 
Lanka

Janaki Sinnasamy
Librarian, University of Malaya [ 
Malaysia ]

Romona Mihaila
Spiru Haret University, Romania

Delia Serbescu
Spiru Haret University, Bucharest, 
Romania

Anurag Misra
DBS College, Kanpur

Titus Pop

Pratap Vyamktrao Naikwade
ASP College Devrukh,Ratnagiri,MS India

R. R. Patil
Head Geology Department Solapur 
University, Solapur

Rama Bhosale
Prin. and Jt. Director Higher Education, 
Panvel

Salve R. N.
Department of Sociology, Shivaji 
University, Kolhapur

Govind P. Shinde
Bharati Vidyapeeth School of Distance 
Education Center, Navi Mumbai

Chakane Sanjay Dnyaneshwar
Arts, Science & Commerce College, 
Indapur, Pune

Awadhesh Kumar Shirotriya
Secretary, Play India Play (Trust),Meerut 

Iresh Swami
Ex - VC. Solapur University, Solapur

N.S. Dhaygude
Ex. Prin. Dayanand College, Solapur

Narendra Kadu
Jt. Director Higher Education, Pune

K. M. Bhandarkar
Praful Patel College of Education, Gondia

Sonal Singh
Vikram University, Ujjain

G. P. Patankar
S. D. M. Degree College, Honavar, Karnataka

Maj. S. Bakhtiar Choudhary
Director,Hyderabad AP India.

S.Parvathi Devi
Ph.D.-University of Allahabad

Sonal Singh

Rajendra Shendge
Director, B.C.U.D. Solapur University, 
Solapur

R. R. Yalikar
Director Managment Institute, Solapur

Umesh Rajderkar
Head Humanities & Social Science 
YCMOU, Nashik

 S. R. Pandya
Head Education Dept. Mumbai University, 
Mumbai

Alka Darshan Shrivastava
Shaskiya Snatkottar Mahavidyalaya, Dhar

Rahul Shriram Sudke
Devi Ahilya Vishwavidyalaya, Indore

S.KANNAN
Ph.D , Annamalai University,TN

Satish Kumar Kalhotra

 Editorial Board

International Advisory Board

 IMPACT FACTOR : 0.2105

Welcome to ISRJ
ISSN No.2230-7850

          Indian Streams Research Journal is a multidisciplinary research journal, published monthly in English, 
Hindi & Marathi Language. All research papers submitted to the journal will be double - blind peer reviewed 
referred by members of the editorial Board readers will include investigator in universities, research institutes 
government and industry with research interest in the general subjects.

RNI MAHMUL/2011/38595                                                                                             

Address:-Ashok Yakkaldevi  258/34, Raviwar Peth, Solapur - 413 005 Maharashtra, India
Cell : 9595 359 435, Ph No: 02172372010 Email: ayisrj@yahoo.in Website: www.isrj.net



Title :SIMULATION OF ADAPTIVE NOISE CANCELLATION  
 Source:Golden Research Thoughts [2231-5063] VISHALKUMAR J NAYAK  AND  MANISH I PATEL  yr:2013 vol:2 

KEY WORDS: 

Adaptive Noise Cancellation,Adaptive filtering, LMS Algorithm, NLMS Algorithm 

1. INTRODUCTION

Nowadays, effective communication is necessary to keep up with the fast-developing world. 
Effective voice communication is the most important part of it. In the prevailing environment, the noise 
corrupts the speech signal to such an extent, sometimes, that it is almost impossible to recover the original 
voice message communicated. That noise is usually given the name of background noise, which affects the 
intelligibility of the speech signal.

Acoustic noise problems becomes more pronounce as increase in number of industrial equipment 
such as engines, transformers, compressors and blowers are in use. The traditional approach to acoustic 
noise cancellation uses passive techniques such as enclosures, barriers and silencers to remove the 
unwanted noise signal [1][2]. Silencers are important for noise cancellation over broad frequency range but 

Abstract:

In numerous applications of signal processing, communications and 
biomedical we are faced with the necessity to remove noise and distortion from the 
signals. Adaptive filtering is one of the most important areas in digital signal processing 
to remove background noise and distortion.  As received signal is continuously 
corrupted by noise where both received signal and noise signal both changes 
continuously, then this arise the need of adaptive filtering. In last few years various 
adaptive algorithms are developed for noise cancellation. 

The normalized least mean square (NLMS) algorithm is an important variant of 
the classical LMS algorithm for adaptive linear filtering. It possesses many advantages 
over the LMS algorithm, including having a faster convergence and providing for an 
automatic time-varying choice of the LMS stepsize parameter that affects the stability, 
steady-state mean square error (MSE), and convergence speed of the algorithm. An 
auxiliary fixed step-size that is often introduced in the NLMS algorithm

has the advantage that its stability region (step-size range for algorithm 
stability) is independent of the signal statistics.

This paper describes the development of an adaptive noise cancellation 
algorithm like NLMS(Normalized Least Mean Square)for effective recognition of  signal 
on MATLAB platform .We simulate the adaptive filter in MATLAB with noisy signal and 
obtained result shows that NLMS algorithm eliminates noise from noisy signal and get 
desired result at the output.
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ineffective and costly at low frequencies. Mechanical vibration is a type of noise that creates problems in all 
areas of communication and electronic appliances. Signals are carriers of information, both useful and 
unwanted.

Signal processing is an operation designed for extracting, enhancing, storing, and transmitting 
useful information. Hence signal processing tends to be application dependent. In contrast to the 
conventional filter design techniques, adaptive filters do not have constant filter coefficients and no priori 
information is known. Such a filter with adjustable parameters is called an adaptive filter. In the most of 
practical applications Adaptive filters are used and preferred over fixed digital filters because adaptive 
filters have the property of self-modifying its frequency response and allowing the filter to adapt the 
response as the input signal characteristics change. Adaptive filter adjust their coefficients to minimize an 
error signal and can be realized as finite impulse response (FIR), infinite impulse response (IIR), lattice and 
transform domain filter [3]. The most common form of adaptive filter is the transversal filter using least 
mean square (LMS) algorithm and NLMS algorithm.

In this paper we investigate the performance of an adaptive NLMS algorithm with the help of 
MATLAB simulation and tested for sinusoidal signal. The paper is organized as follows. Section II gives an 
idea of adaptive filter, in section III gives an idea of adaptive algorithm. Section IV describes Adaptive 
Noise Cancellation (ANC) model. Section V provide the simulation results and finally section VI 
concludes the work.

2.ADAPTIVE FILTER

An adaptive filter has the property of self-modifying its frequency response to change the 
behaviour  in time, allowing the filter to adapt the response to the input signal characteristics change. Due to 
this capability, the overall performance and the construction flexibility, the adaptive filters have been 
employed in many different applications,  some of the most important are: telephonic echo cancellation, 
radar signal processing, navigation systems, communications channel equalization and biomedical signals 
processing [4-6,2].The most common adaptive filters, which are used during the adaption process, are the 
finite impulse response (FIR) types.                              

Fig.1 illustrates the general configuration for an Adaptive  filter [7]. The adaptive filter has two 
inputs: the primary input d(n), which represents the desired signal corrupted with undesired noise, and the 
reference signal x(n), which is the undesired noise to be filtered out of the system.
The goal of adaptive filtering systems is to reduce the noise portion, and to obtain the uncorrupted desired 
signal. In order to achieve this task, a reference of the noise signal is needed. That reference is fed to the 
system, and it is called a reference signal x(n). However, the reference signal is typically not the same signal 
as the noise portion of the primary signal - it can vary in amplitude, phase or time delay. Therefore the 
reference signal cannot be simply subtracted from the primary signal to obtain the desired portion at the 
output.   
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The basic idea for the adaptive filter is to predict the amount of noise in the primary signal, and 
then subtract that noise from it. The prediction is based on filtering the reference signal x(n), which contains 
a solid reference of the noise present in the primary signal. The noise in the reference signal is filtered to 
compensate for the amplitude, phase and time delay, and then subtracted from the primary signal. This 
filtered noise is the system's prediction of the noise portion of the primary signal, y(n). The resulting signal 
is called error signal e(n), and it presents the output of the system. Ideally, the resulting error signal would be 
only the desired portion of the primary signal.

The adaptive filter can be realize on DSP Processors because they have huge number of 
applications in today's life, such as audio signal processing i.e. noise cancellation, system identification, 

equalization and etc.  Besides audio signal processing, digital signal processing is also used in other kind 

of signal processing applications such as image processing, statistical signal processing, biomedical signal 
processing etc. DSP is widely used in high speed modems and mobile phones also due to availability of 
low cost DSP chips that can perform extensive computation in real-time.

III.ADAPTIVE ALGORITHMS

The procedure for the algorithm is to adjust the filter coefficients for the adaptive filter in order to 
reduce a prescribed criterion. The algorithm is determined by minimization algorithm, the objective 
function, and the nature of error signal. The algorithms used to perform the adaptation, and the 
configuration of the filter depends directly on the use of the filter. However, the basic computational engine 
that performs the adaptation of the filter coefficients can be the same for different algorithms, and it is based 
on the statistics of the input signals to the system. The two classes of adaptive filtering algorithms namely 
Least Mean Squared (LMS) and Recursive Least Squares (RLS) are capable of performing the adaptation 
of the filter coefficients. The LMS based algorithms are simple to understand and easy to implement 
whereas RLS based algorithm are complex and requires so much memory for implementation. However, 
LMS suffers from a slow rate of convergence. Further, its implementation  requires the choice of an 
appropriate value for the step-size that affects the stability, steady-state MSE, and convergence speed of the 
algorithm. So in this work we have focuses on NLMS based algorithms.

A. Least Mean Square Algorithm 

 To make exact measurements of the gradient vector             at each iteration n, and if the step-size 
parameter ì is suitability chosen then the tap-weight vector computed by using the steepest descent 
algorithm would converge to the optimum wiener solution. The exact measurements of the gradient vector 
are not possible and since that would require prior knowledge of both the autocorrelation matrix R of the tap 
inputs and the cross correlation vector p between the tap inputs and the desired response, the optimum 
wiener solution could not be reached [8]. Consequently, the gradient vector must be estimated from the 
available data when we operate in an unknown environment. 

After estimating the gradient vector we get a relation by which we can update the tap weight vector 
recursively as:

W(n+1)=w(n)+ ì u(n)[d*(n)-uH(n)w(n)]                          (1)

Where ì=step size parameter
H           u (n)=Hermit of a matrix u

           d*(n)=Complex conjugate of d(n)

Here x(n) is the input vector of time delayed input values,
TX(n)=[x(n)x(n-1)x(n-2)…..x(n-N+1)]                            (2)

The vector w(n)=[w (n)w (n) w (n)….. wN-1(n)]T represent the coefficients of the adaptive FIR filter tap 0 1 2

weight vector at time n.

We may write the result in the form of three basic relations as follows:

1.Filter output
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H         y(n) =  w  (n) u(n)                                            (3)

2.Estimation error or error signal:

         e(n) = d(n) - y(n)                                                       (4)

3. Tap weight adaption:

         w(n+1) = w(n) + ì u(n) e*(n)                                    (5)

Equations (3) and (4) define the estimation error e(n), the computation of which is based on the 
current estimate of the tap weight vector w(n). Note that the second term, u(n)e*(n) on the right hand side of 
equation (5) represents the adjustments that are applied to the current estimate of the tap weight vector w(n) 
The iterative procedure is started with an initial guess w(0). The algorithm described by equations (3) and 
(4) is the complex form of the adaptive least mean square (LMS) algorithm. At each iteration or time update, 
this algorithm requires knowledge of the most recent values u(n), d(n) w(n). The LMS algorithm is a 
member of the family of stochastic gradient algorithms. 

In particular, when the LMS algorithm operates on stochastic inputs, the allowed set of directions 
along which we “step” from one iteration to the next is quite random and therefore cannot be thought of as 
consisting of true gradient directions. 

The parameter ì is known as the step size parameter and is a small positive constant. This step size 
parameter controls the

influence of the updating factor. Selection of a suitable value for ì is imperative to the 
performance of the LMS algorithm, if the value is too small the time the adaptive filter takes to converge on 
the optimal solution will be too long; if ì is too large the adaptive filter becomes unstable and its output 
diverges.

B. Normalized Least Mean Square Algorithm

In the standard LMS algorithm, when the convergence factor ì is large, the algorithm experiences 
a gradient noise amplification problem. This difficulty is solved by NLMS (Normalized Least Mean 
Square) algorithm. The correction applied to the weight vector w(n) at iteration n+1 is “normalized” with 
respect to the squared Euclidian norm of the input vector x(n) at iteration n. 
        The NLMS algorithm can be viewed as a time-varying step-size algorithm, calculating the 
convergence factor ì as in Eq. (6)

where á is the NLMS adaption constant, which optimize the   convergence rate of the algorithm and should 

satisfy the condition 0<á<2, and c is the constant term for normalization, which is always less than 1.

The filter weights using NLMS algorithm are updated by the Eq. 

IV.ADAPTIVE NOISE CANCELLATION

Adaptive noise cancellation (ANC) is performed by subtracting noise from a received signal, and 
an operation controlled in an adaptive manner is done during the adaptation process to get an improved 
signal-to-noise ratio. Noise subtraction from a received signal could generate disastrous results by causing 
an increase in the average power of the output noise. However when filtering and subtraction are controlled 
by an adaptive process, it is possible to achieve a superior system performance compared to direct filtering 
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of the received signal. Fig.2 shows adaptive noise cancelling  system.

Figure 2. Adaptive Noise Cancellation system

The ANC system composed of two separate inputs, a primary input i.e. source signal s(n) and a 
reference input i.e. noise input x(n). The primary signal is corrupted by a noise x1(n) which is highly 
correlated with noise signal x(n). The desired signal d(n) results from addition of primary signal s(n) and 
correlated noise signal x1(n). The reference signal x(n) is fed into adaptive filter and its output y(n) is 
subtracted from desired signal d(n). The output of the summer block is then fed back to adaptive filter to 
update filter coefficients. The above process is run recursively to obtain the noise free signal which is 
supposed to be the same or very similar to primary signal s(n).

V.SIMULATION  RESULTS

The simulation is done in MATLAB Simulink, using the model shown in figure 3.The adaptive 
noise canceller was implemented in MATLAB for NLMS algorithms.

For the purpose of noise cancellation in signal corrupted by random source, the NLMS algorithm 
was simulated and tested using MATLAB as shown in fig 3.In the simulation the reference input signal x(n) 
was a random source of Gaussian noise in MATLAB, and source signal s(n) was a clean amplified 
sinusoidal signal as shown in fig 4, the desired signal d(n) obtained by adding a delayed version of x(n) into 
a clean signal s(n),d(n)=s(n)+x1(n) as shown in fig 5.Fig 6 shows the NLMS filtered output signal.The 
simulation of the NLMS algorithm was carried out with the following specifications:

Filter order N=32, step size ì = 0.1 and  leakage factor=1

The step size ì control the performance of the algorithm, if ì is too large the convergence speed is 
fast but filtering is not proper, if ì is too small the filter gives slow response, hence the selection of proper 
value of step size for specific application is prominent to get good results.
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VI.CONCLUSION

The main objective of this paper was to implement an adaptive noise canceller for de-noising 
signal . This paper provides background information on FIR adaptive filter structure and adaptive 
algorithms, LMS and NLMS algorithms. Based on these discussions a transversal FIR adaptive filter with 
NLMS updating algorithm designed for this paper. The NLMS algorithm changes the step-size according 
to the energy of input signals hence it is suitable for both stationary as well as non-stationary environment 
and its performance lies between LMS and RLS. Hence it provides a trade-off in convergence speed and 
computational complexity. The implementation of algorithms was successfully achieved, with results that 
have a really good response.
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